Local Selective Vision Transformer for Depth Estimation Using a Compound Eye Camera
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A B S T R A C T

A compound eye camera is a hemispherical camera made by mimicking the structure of an insect’s eye. In general, a compound eye camera is composed of a set of single eye cameras. The compound eye camera has various advantages due to its unique structure and can be used in various vision tasks. In order to apply the compound eye camera to various vision tasks using 3D information, depth estimation is required. However, due to the difference between the compound eye image and the 2D RGB image, it is hard to use the existing depth estimation methods directly. In this paper, we propose a transformer-based neural network for eye-wise depth estimation, which is suitable for the compound eye image. We modify the self-attention module with local selective self-attention to take advantage of the compound eye’s hemispherical structure. In addition, we reduce the computational amount and increase the performance through the eye selection module. Using the proposed local selective self-attention and eye selection modules, we are able to improve the performance without large-scale pre-training. Compared to the ResNet-based depth estimation network, our method showed 2.8% and 1.4% higher performance on the GAZEBO and Matterport3D datasets, respectively, with 15.3% fewer network parameters.

© 2023 Elsevier B.V. All rights reserved.

1. Introduction

The compound eye camera, modeled after an insect’s eye, is a set of small resolution single eye cameras regularly distributed in a hemispherical shape. An example of a compound eye camera image can be seen in Fig. 1. The compound eye camera has various advantages, such as low aberration and large field of view (FOV) due to the characteristics of this structure [1]. There have been studies to develop the compound eye camera hardware in real world [2]. Most of these compound eye camera hardwares have low-resolution observations and have been applied on tasks such as medical endoscopy [3].

On the other hand, there have been studies that focus on the advantage of the compound eyes and apply them to various vision tasks [4–7]. Among vision tasks, depth information is critical in tasks such as 3D reconstruction [8,9] and mobile robot navigation [10]. In a compound eye camera, a depth sensor must be attached to every single eye to obtain depth information using a depth sensor. However, since depth sensors are relatively expensive, it is costly to obtain depth information for each eye in a compound eye camera. Therefore, estimating depth from RGB images can be a feasible alternative solution to obtain depth information.

Depth estimation has been studied in various ways. As deep learning technology develops in computer vision, the study of applying deep neural networks to depth estimation has become the mainstream. Specifically, convolutional neural network (CNN) based depth estimation techniques have been studied extensively [7,11,12].

These days, the transformer structure has been applied to depth estimation, improving the performance [13,14]. The transformer [15] is a structure that extracts features using a self-attention module that finds out how much attention should be paid to each input token. By using a patch of an image as an input token [16], the transformer structure has been applied to various computer vision tasks.

Among various depth estimation studies, [7] performed depth estimation on a compound eye image, not a 2D RGB image. [7] proposed an eye-wise depth estimation method that predicts one depth value for each single eye of a compound eye image. Eye-wise depth estimation is suitable for compound eye cameras mainly used in mobile robots because of the advantages of mem-
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ory and computation. However, the 2D CNN-based network used in [7] cannot fully utilize the 3D hemispherical structure of the compound eye, so there is a room for improvement.

In this paper, we propose a method for eye-wise depth estimation using a transformer structure suitable for compound eye images. Since a single eye image can be considered as a patch of a vision transformer, the structure of the compound eye image itself is suitable to use the transformer. However, due to the difference of the data structures, the conventional vision transformer methods designed for the 2D images cannot be used for the compound eye images directly. In addition, large-scale pre-training is required to obtain good performance in a transformer-based network. Unfortunately, since there is no ideal compound eye camera hardware with high resolution and curvature, there is no large dataset, so large-scale pre-training is not possible.

To solve these problems, we propose a local selective self-attention module that applies attention to the closest k single eyes by measuring the physical distance between the single eye cameras. The proposed module is suitable for the compound eye because it can utilize locality in a hemispherical structure. In addition, to reduce the computational cost and increase the performance, we propose an eye selection module that selectively uses a subset of the adjacent eyes in the attention module rather than using all of them. To the best of our knowledge, our method is the first to propose depth estimation using a transformer structure in a compound eye image. The proposed network performed eye-wise depth estimation and obtained 2.8% and 1.4% higher accuracy with 15.3% fewer network parameters than the CNN-based network [7] on two datasets without large-scale pre-training.

Our main contributions are as follows:

- We suggest a network design that utilizes the hemispherical structure of the compound eye.
- To the best of our knowledge, this is the first application of a transformer structure to compound eye depth estimation.

2. Related Work

2.1. Application of Deep Neural Networks to Compound Eye Images

There are studies dealing with various computer vision tasks using compound eye images, and recently, deep neural networks, especially CNNs, are being applied to compound eye images. For example, [4] proposed a network for estimating objectness on a compound eye image, [5] proposed a low complexity semantic segmentation scheme based on a CNN, and [6] proposed a neural network to classify the ego-motion of a compound eye camera. However, since there is no compound eye image dataset, the neural networks of [4–6] were learned from the images obtained by converting 2D RGB images of the real-world into compound eye images. On the other hand, [7] collected a dataset from simulation using a compound eye camera, proposed a deep neural network that performs depth estimation using the collected dataset, and proposed a simple method for 3D reconstruction using the estimated depth values.

Unlike previous studies, we perform depth estimation using a transformer-based network. Also, we train the network from the compound eye image dataset collected from simulation and the photorealistic compound eye image dataset converted from real-world 2D RGB images.

2.2. Vision Transformer

Since the success of Vision Transformer (ViT) [16], there have been many studies trying to use a transformer as a backbone in computer vision. Among them, [17–19] proposed a network suitable for dense prediction to extract multi-resolution features using the transformer architecture. [17,18] proposed a method for extracting multi-resolution features through a hierarchical structure and applied it to image classification, object detection, and semantic segmentation. On the other hand, [19] proposed a method of extracting multi-resolution features in a parallel manner and applied it to image classification, semantic segmentation, and human pose estimation.

ViT has the disadvantage of a high computational cost. In addition, ViT requires a large amount of pre-training and dataset compared to CNN-based models. In [18,19], the amount of computation is reduced by dividing the input image into windows and applying self-attention only within each window. [19–21] uses convolution and transformer together to make learning more robust by adding an inductive bias to the model through the locality of the convolution. In this way, they showed good performance even with a relatively small amount of dataset.

Among various methods, the methods most relevant to ours are [21] and [22]. [21] proposes a self-attention module that applies attention to adjacent pixels in the 2D image, and [22] proposes a self-attention module that obtains an attention map from image patches with k keys similar to a query. Unlike previous methods, the proposed method is designed for a compound eye structure and applies attention to physically adjacent eye units.

2.3. Monocular Depth Estimation

Most of the monocular depth estimation algorithms using deep neural networks are CNN-based methods [11,12]. The structure of the network and the loss function significantly affect the performance of depth estimation. [11] used two networks, one for coarse estimation and the other for refining coarsely estimated values. They also used a scale-invariant loss independent of the global scale of the depth value during training to solve the problem of being sensitive to the scale of the data. [12] proposed a network that performs depth estimation using multi-resolution features and used three complementary losses for training to obtain clear boundaries.

Recently, there have been studies that applied the transformer to depth estimation. [13,14] propose methods for monocular depth estimation using the transformer architecture. Among them, [13] uses the feature selected from ResNet [23] as an input of the transformer network and performs depth estimation by fusing multi-resolution features in parallel.

3. Background

3.1. Compound Eye Camera Structure

A compound eye camera has a hemispherical structure in which single eye cameras are arranged in circular layers (Fig. 2a). Here, the layer is a set of single eyes with the same elevation angle. Each single eye camera is a camera with low resolution, and in the nth layer, $m_n$ single eye cameras are circularly located at regu-
lar intervals (Fig. 2b). The elevation angle between adjacent layers is identical for all layers.

3.2. Compound Eye Data for Neural Network

There have been studies that applied neural networks to compound eye images [4–7]. They used the compound eye image data format suitable for the neural network, and a similar format is used in this paper. To arrange the compound eye image (Fig. 3a) in a rectangular shape like a 2D RGB image, they use a compound eye camera with a structure in which only one single eye exists at the center of the camera and 8n − 8 single eyes in the nth layer. In this configuration, a compound eye image can be visualized in a 2D RGB image form. An example of a compound eye image in the form of 2D RGB image is illustrated in Fig. 3b. In order to make it suitable for the neural network’s input, we use a compound eye image vectorized as a tensor. The vectorized compound eye image has a representation of \( \mathbb{R}^{(2l−1) \times (2l−1) \times 3S^2} \) [4], where \( l \) is the number of layers and \( S \times S \) is the resolution of a single eye. The structure of vectorized compound eye image can be seen in Fig. 3c. The compound eye depth image has one value for each single eye, so it has a representation of \( \mathbb{R}^{(2l−1) \times (2l−1) \times 1} \) [7].

4. Method

We propose a transformer-based network for eye-wise depth estimation which estimates one depth value per single eye. We use a transformer block and a convolution layer together. The network estimates one depth value for each single eye unit using a vectorized compound eye RGB image as network input. An overview of our network can be seen in Fig. 4.

We propose local selective self-attention, described in Section 4.1, that adds locality to the transformer network and proposes an eye selection module, described in Section 4.2, that reduces the computational complexity and improves performance. Through these modules suitable for the compound eye structure, it became possible to reduce the amount of computation and increase performance on a small dataset without pre-training.

4.1. Local Selective Multi-Head Self Attention

Most vision transformer networks are pre-trained on large datasets to improve performance. However, large-scale pre-training on the compound eye image data is difficult due to the lack of publicly available large datasets. In order to obtain good performance with the transformer structure without pre-training, it is necessary to add an inductive bias to the model, such as using a CNN with the transformer. To add locality to the transformer structure, we modify the self-attention module to obtain attention maps in the local area from the compound eye image. As shown in Fig. 5, adjacent eyes in the compound eye image are different from those in the vectorized data format. Therefore, we modified the self-attention structure to extract features by applying attention between the eyes that are physically close to each other on the compound eye camera.

In ViT, image patches are used as input to the network. Given an image \( x \in \mathbb{R}^{h \times w \times d} \) of height \( h \), width \( w \) and channel dimension \( d \), the image can be cropped into image patches of size \( p \times p \). Let the set of image patches be \( X \in \mathbb{R}^{h/p \times w/p \times D} \), and let a patch of position at \( ij \) be \( X_{ij} \in \mathbb{R}^{D} \), where \( D = d \times p \times p \). Then ViT’s self-attention formulation for each attention head is as follows:

\[
f_{ij}^{m} = \sum_{a,b \in N_{p}} \text{softmax}_{ab} \left( \frac{q_{ij}^{m} k_{ab}^{m}}{\sqrt{D/M_{k}}} \right) v_{ab}^{m} \tag{1}
\]

where \( N_{p} = \{a, b | 0 \leq a < \frac{h}{p}, 0 \leq b < \frac{w}{p}\} \), \( M_{k} \) is the number of attention heads and \( f_{ij}^{m} \) is the output of the \( m \)th attention head. In this formulation, the queries \( q_{ij}^{m} \), keys \( k_{ab}^{m} \), and values \( v_{ab}^{m} \) are linear transformation of the fraction of patches \( X_{ij}^{m} \) and \( X_{ab}^{m} \), where \( X_{ij}^{m} \) and \( X_{ab}^{m} \) have a representation of \( \mathbb{R}^{D/M_{k}} \). The output of the self-attention module is as follows:

\[
f_{ij} = \text{Concat}\{f_{ij}^{1}, \ldots, f_{ij}^{m}\}. \tag{2}
\]

Then, the formulation of the local selective self-attention for each attention head is as follows:

\[
f_{mi}^{m} = \sum_{a,b \in N_{k}(n,i)} \text{softmax}_{ab} \left( \frac{q_{mi}^{m} k_{ab}^{m}}{\sqrt{D/M_{k}}} \right) v_{ab}^{m} \tag{3}
\]

where \( N_{k}(n,i) \) is a set of indices of \( k \) single eyes with large cosine similarity to the direction vector of the \( i \)th single eye of the \( n \)th layer. We use a single eye image as an image patch in local selective self-attention.

The local selective self-attention can control locality as the value of \( k \) changes, and if \( k \) is small, it takes a small amount of computation compared to other attention methods.

4.2. Eye Selection

The eye selection method is a sparse attention method with an attention map obtained from the selected eyes. The attention coefficient is used to determine which eyes are paid attention to. The attention coefficient is the ratio of reflecting each eye’s image to extracting the eye’s features in a specific location. It is constant for the input image, unlike the attention value, which is dependent on the input image. Through this attention coefficient, we can select the eyes that are important for extracting features regardless of the input image. We then use the attention value and attention coefficient to find the degree to which those eyes are used to extract features. For each eye of each head, \( n_{e} \) eyes with the largest attention coefficient are selected.
Fig. 4. Overview of our depth estimation network. Our network fuses parallel multi-resolution features extracted from transformer blocks and estimates the depth through a simple depth head. In our transformer block, instead of multi-head self-attention of ViT, we use the eye selection module and local selective multi-head self-attention module.

For each attention head, the formula applying the eye selection method to local selective self-attention is as follows:

\[
I^m_{ab} = \sum_{a, b \in N_a(i,j)} \text{Norm}_{ab} \left( \text{softmax}_{ab} \left( \frac{c_{ab}^m}{\sqrt{D/M_h}} \right) v^m_{ab} \right),
\]

where \(d_i\) is the estimated depth value of the ith single eye, \(g_i\) is the ground truth depth value of ith single eye and \(M_e\) is the number of single eyes. We use the Adam optimizer and set the initial learning rate as 0.001, weight decay as 0.0001, epoch as 60, and \(C_1\) as 64.

5. Experimental Results

In this section, we evaluate the performance of our proposed network and comparing it to other methods: different backbone networks trained from scratch on compound eye images and transformer-based depth estimation methods trained on 2D images. We also investigate the effect of using existing pre-trained network for 2D images on depth estimation in compound eye. In addition, we find out how the local selective self-attention and eye selection methods affect the performance and computational complexity. Lastly, we analyze the advantages of eye-wise depth estimation.

5.1. Dataset

We learn the depth estimation network from two datasets: Gazebo simulation [25] dataset and Matterport3D dataset [26]. The Gazebo simulation dataset is collected using a compound eye with 11 layers and 10 × 10 resolution in the simulation in the same way as [7]. We train a depth estimation network using 7,200 images and test it on other 4,000 images. Since there is no high-resolution images collected with the compound eye in the real world, we use a dataset that transformed the image of the Matterport3D dataset into a compound eye image with 11 layers and a resolution of 10 × 10. We train a depth estimation network using 32,540 images and test it on other 11,976 images. We use only regions with ground truth depth values within 4.5 m.

5.2. Evaluation Metrics

We compare our method with other existing methods using several metrics. In addition to the log mean absolute error (log-mae) described in Section 4.3, the following metrics are used to evaluate the performance of several depth estimation methods.

- root mean squared error (rms): \(\sqrt{\frac{1}{M_e} \sum_{i=1}^{M_e} (d_i - g_i)^2}\)
- mean relative error (rel): \(\frac{1}{M_e} \sum_{i=1}^{M_e} \frac{|d_i - g_i|}{g_i}\)
- mean absolute error (mae): \(\frac{1}{M_e} \sum_{i=1}^{M_e} |d_i - g_i|\)
- threshold accuracy: \(\%\text{of} \delta \text{ such that } \max \left( \frac{d_i - g_i}{g_i}, \frac{g_i - d_i}{g_i} \right) < \delta_{\text{thr}}\) for \(\delta_{\text{thr}} = 1.25, 1.25^2, 1.25^3\)

"
Table 1
Comparison of different methods on the GAZEBO dataset. C1 is the feature dimension of the first stage of transformer block.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Error</th>
<th>Params</th>
<th>FLOPs</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>δ &lt; 1.25</td>
<td>δ &lt; 1.25^2</td>
<td>log-mae</td>
<td>mae</td>
<td>rel</td>
</tr>
<tr>
<td>ConvolutionalNetworks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ResNet18 [7]</td>
<td>0.7257</td>
<td>0.8401</td>
<td>0.9016</td>
<td>0.3451</td>
<td>0.2261</td>
</tr>
<tr>
<td>ResNet50 [7]</td>
<td>0.7160</td>
<td>0.8265</td>
<td>0.8881</td>
<td>0.3867</td>
<td>0.2469</td>
</tr>
<tr>
<td>Transformers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ViT-Base(C1 = 64) [16]</td>
<td>0.5915</td>
<td>0.7800</td>
<td>0.6269</td>
<td>0.5401</td>
<td>0.3348</td>
</tr>
<tr>
<td>ViT-Base(C1 = 128) [16]</td>
<td>0.5944</td>
<td>0.7843</td>
<td>0.8663</td>
<td>0.5246</td>
<td>0.3300</td>
</tr>
<tr>
<td>ViT-Base(C1 = 256) [16]</td>
<td>0.6363</td>
<td>0.7962</td>
<td>0.8663</td>
<td>0.5018</td>
<td>0.3175</td>
</tr>
<tr>
<td>Swin-T(C1 = 64) [18]</td>
<td>0.6742</td>
<td>0.7905</td>
<td>0.8551</td>
<td>0.4807</td>
<td>0.3011</td>
</tr>
<tr>
<td>Swin-T(C1 = 128) [18]</td>
<td>0.6909</td>
<td>0.8122</td>
<td>0.8770</td>
<td>0.4216</td>
<td>0.2690</td>
</tr>
<tr>
<td>Transformers with Conv.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CvT-13(C1 = 64)</td>
<td>0.6972</td>
<td>0.8410</td>
<td>0.9068</td>
<td>0.3559</td>
<td>0.2298</td>
</tr>
<tr>
<td>HRFormer-S(C1 = 32) [19]</td>
<td>0.7211</td>
<td>0.8374</td>
<td>0.8944</td>
<td>0.3853</td>
<td>0.2428</td>
</tr>
<tr>
<td>HRFormer-S(C1 = 64) [19]</td>
<td>0.7319</td>
<td>0.8441</td>
<td>0.9049</td>
<td>0.3584</td>
<td>0.2249</td>
</tr>
<tr>
<td>Ours(C1 = 64)</td>
<td>0.7536</td>
<td>0.8806</td>
<td>0.9168</td>
<td>0.3068</td>
<td>0.2026</td>
</tr>
</tbody>
</table>

Table 2
Comparison of different methods on the Matterport3D dataset. C1 is the feature dimension of the first stage of transformer block.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Error</th>
<th>Params</th>
<th>FLOPs</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>δ &lt; 1.25</td>
<td>δ &lt; 1.25^2</td>
<td>log-mae</td>
<td>mae</td>
<td>rel</td>
</tr>
<tr>
<td>ConvolutionalNetworks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ResNet18 [7]</td>
<td>0.5055</td>
<td>0.7750</td>
<td>0.9023</td>
<td>0.5411</td>
<td>0.2967</td>
</tr>
<tr>
<td>ResNet50 [7]</td>
<td>0.4930</td>
<td>0.7642</td>
<td>0.8971</td>
<td>0.5569</td>
<td>0.3046</td>
</tr>
<tr>
<td>Transformers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ViT-Base(C1 = 64) [16]</td>
<td>0.3232</td>
<td>0.6106</td>
<td>0.8149</td>
<td>0.7640</td>
<td>0.4119</td>
</tr>
<tr>
<td>ViT-Base(C1 = 128) [16]</td>
<td>0.3265</td>
<td>0.6145</td>
<td>0.8165</td>
<td>0.7592</td>
<td>0.4099</td>
</tr>
<tr>
<td>ViT-Base(C1 = 256) [16]</td>
<td>0.3333</td>
<td>0.6230</td>
<td>0.8216</td>
<td>0.7492</td>
<td>0.4038</td>
</tr>
<tr>
<td>Swin-T(C1 = 64) [18]</td>
<td>0.4486</td>
<td>0.7381</td>
<td>0.8389</td>
<td>0.6041</td>
<td>0.3266</td>
</tr>
<tr>
<td>Swin-T(C1 = 128) [18]</td>
<td>0.4366</td>
<td>0.7298</td>
<td>0.8813</td>
<td>0.6136</td>
<td>0.3319</td>
</tr>
<tr>
<td>Transformers with Conv.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CvT-13(C1 = 64)</td>
<td>0.4749</td>
<td>0.7490</td>
<td>0.8883</td>
<td>0.5820</td>
<td>0.3165</td>
</tr>
<tr>
<td>HRFormer-S(C1 = 32) [19]</td>
<td>0.4645</td>
<td>0.7555</td>
<td>0.8966</td>
<td>0.5808</td>
<td>0.3137</td>
</tr>
<tr>
<td>HRFormer-S(C1 = 64) [19]</td>
<td>0.4805</td>
<td>0.7668</td>
<td>0.9027</td>
<td>0.5631</td>
<td>0.3049</td>
</tr>
<tr>
<td>Ours(C1 = 64)</td>
<td>0.5190</td>
<td>0.7885</td>
<td>0.9115</td>
<td>0.5214</td>
<td>0.2867</td>
</tr>
</tbody>
</table>

5.3. Performance Comparison

5.3.1. Comparison to various backbone networks

We set the k to 49 and the number of selected eyes in the eye selection module to nine. We compare our network with baseline eye-wise depth estimation networks using three types of backbone networks on compound eye image datasets such as GAZEBO and Matterport3D dataset. The first type is CNN-based networks such as ResNet18 and ResNet50 [23], the second is networks using only transformer structures such as ViT-Base [16] and Swin-T [18], and the last is networks using transformer and convolution together such as CvT-13 [20] and HRFormer-S [19]. The comparison results can be seen in Tables 1 and 2. The depth images estimated by our network and the ground truth depth images can be seen in Figs. 6 and 7. In addition, examples of images where our method incorrectly estimates depth and the results are shown in Fig. 8.

![Fig. 6. Results of eye-wise depth estimation with compound eye images in GAZEBO dataset. From first to last row; Compound eye RGB images, ground truth compound eye depth images, estimated depth images using our method.](image)

![Fig. 7. Results of eye-wise depth estimation with compound eye images in Matterport3D dataset. From first to last row; Compound eye RGB images, ground truth compound eye depth images, estimated depth images using our method.](image)

![Fig. 8. Examples where our method fails depth estimation. From first to last row; 2D RGB images, Compound eye RGB images, ground truth compound eye depth images, estimated depth images using our method. Most failure cases are when a wall is very close or outdoors is included in the image.](image)
Table 3
Comparison of 2D depth estimation methods and our method on the Matterport3D dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \delta &lt; 1.25 )</td>
</tr>
<tr>
<td>Pixel-wise</td>
<td>0.7202</td>
</tr>
<tr>
<td>DPT [14]</td>
<td>0.7207</td>
</tr>
<tr>
<td>PixelFormer [27]</td>
<td>0.7258</td>
</tr>
<tr>
<td>Patch-wise</td>
<td>0.7432</td>
</tr>
<tr>
<td>DPT [14]</td>
<td>0.3713</td>
</tr>
<tr>
<td>PixelFormer [27]</td>
<td>0.3439</td>
</tr>
<tr>
<td>Ours</td>
<td>0.5190</td>
</tr>
</tbody>
</table>

Fig. 9. An illustration of selected eyes in the eye selection module while learning. From left to right, it shows the selected eyes at epochs 0, 20, 40, 50, 60 in vectorized form. The two rows are the results of the different eyes of the first transformer block.

Table 4
Comparison of fine-tuned ViT and our method on the Matterport3D dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Error</th>
<th>Params</th>
<th>FLOPs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \delta &lt; 1.25 )</td>
<td>( \delta &lt; 1.25^2 )</td>
<td>( \delta &lt; 1.25^3 )</td>
<td></td>
</tr>
<tr>
<td>ViT-Base (fine-tuned)</td>
<td>0.4266</td>
<td>0.7137</td>
<td>0.8924</td>
<td>0.6085</td>
</tr>
<tr>
<td>Ours</td>
<td>0.5190</td>
<td>0.7885</td>
<td>0.9115</td>
<td>0.5214</td>
</tr>
</tbody>
</table>

Our network achieves good performance in both datasets compared to other baselines in all metrics. Since all networks are trained without pre-training, most transformer-based methods show lower performance than the ResNet-based network. On the other hand, our network shows better performance than the ResNet-based network even though it uses transformer structure.

5.3.2. Comparison to 2D depth estimation methods

We compare our method with depth estimation state-of-the-art (SOTA) transformer-based methods learned from 2D images such as DPT [14] and PixelFormer [27] on the Matterport3D dataset. For 2D image input, we measure the performance of pixel-wise depth estimation, which predicts one depth value per pixel, and patch-wise depth estimation, which predicts one depth value per image patch of vision transformer. Additionally, for compound eye image input, we evaluate the performance of eye-wise depth estimation, which predicts one depth value per single eye. The results of comparing these three depth estimation performances with our method’s eye-wise depth estimation performance can be found in Table 3.

DPT and PixelFormer show relatively high performance in pixel-wise and patch-wise depth estimation than eye-wise depth estimation. Because of the structural differences between the compound eye image and the 2D image, it can be seen that there is a significant performance difference between patch-wise depth estimation and eye-wise depth estimation, even though both are coarse depth estimations. In addition, the performance of our method is higher than that of DPT and PixelFormer in eye-wise depth estimation. This result shows that a network with a suitable structure for the compound eye is needed, like our method.

5.3.3. Comparison to fine-tuned ViT

Pre-training is a widely adopted technique for enhancing performance in computer vision tasks. In Section 5.3.2, DPT, which uses ViT pre-trained on the large-scale 2D image dataset and fine-tuned on the 2D image dataset, showed lower performance than ours in eye-wise depth estimation. In order to investigate the impact of pre-training on 2D images on the performance improvement in compound eye images, we combine a ImageNet pre-trained ViT model [28] with our depth head. We then compare the results of fine-tuning the combined network on compound eye images with the results of our approach. Table 4 shows the results of the comparison in the Matterport3D dataset.

The fine-tuned ViT shows higher performance than ViT learned from scratch but lower performance than our network or ResNet-based networks learned without pre-training in Table 2. From this result, it can be seen that pre-training in 2D images does not have a significant effect on performance improvement in compound eye images, unlike in 2D images, due to differences in image structure.

5.3.4. Analysis of our proposed modules

We perform an ablation study to evaluate the performance of our proposed local selective self-attention and eye selection module. Table 5 shows the results of the ablation study in the GAZEBO dataset. As shown in the results, combining both modules produces the best performance.

Fig. 9 shows the convergence of the selected eyes by the proposed eye selection module during training time. It can be seen that the selected eyes for different eyes converge differently. Also in Table 5, it can be seen that the performance increases when the eye selection module is used. These results show that the eye selection module learns effective attention for each eye more than just selecting neighboring eyes which is similar to the CNN-based models.

Additionally, we compare the depth estimation performance by changing k without the eye selection module to check how the performance is affected by the size of the local region. Tables 6 and 7 show the depth estimation results for different values of k in the GAZEBO dataset and the Matterport3D dataset, respectively. In the GAZEBO dataset, k = 9 shows higher performance than others, and in the Matterport3D dataset, k = 49 shows higher performance. As shown in Figs. 6 and 7, the Matterport3D dataset has more complex and diverse images than the GAZEBO dataset. So, it seems that depth estimation using a wider area improves performance in the Matterport3D dataset.

5.3.5. Efficiency of eye-wise depth estimation

Eye-wise depth estimation is a coarse prediction that predicts the depth values of several pixels as a single value. To check the effect of eye-wise depth estimation, we compare the network that learned pixel-wise depth estimation from 2D RGB images with the network that learned eye-wise depth estimation. Using the network from [7], it is trained on the same amount of 2D images on the GAZEBO dataset. We measured the performance by averaging the values of 10 x 10 patches of the ground truth depth map and the estimated depth map. The comparison results can be seen

Table 5
Comparison of 2D depth estimation methods and our method on the Matterport3D dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \delta &lt; 1.25 )</td>
</tr>
<tr>
<td>Ours</td>
<td>0.5190</td>
</tr>
</tbody>
</table>
in Table 8. The pixel-wise depth estimation network has a considerable computational cost compared to eye-wise depth estimation networks and has low performance. This result shows that eye-wise depth estimation is an efficient coarse estimation method with a small amount of computation.

6. Conclusion

In this work, we propose an eye-wise depth estimation network for compound eye cameras. Our network is based on the transformer architecture with local selective self-attention and eye selection modules proposed to suit the compound eye structure. With low resources, our network performs better than the ResNet-based eye-wise depth estimation network without pre-training and shows higher performance than other transformer-based structures. In addition, we find that pre-training in 2D images does not significantly affect performance improvement in compound eye images due to the distinct structure of compound eye images compared to 2D images.

To the best of our knowledge, the proposed method is the first work estimating depth by applying a transformer structure to a compound eye image. The proposed method can be applied to various vision tasks requiring depth information using compound eyes. Additionally, our approach is expected to be available as a method of recognition for various robots, such as small mobile robots, when combined with the compound eye camera hardware.
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